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The number of products based on internet financial platform has increased dramatically, but due to the lack of effective regulatory system and the information barrier of investors, product returns have been greatly discounted and investment risks have been greatly increased. How to select high-quality products in internet finance based on several indicators is an important multiple criteria decision making problem. In this regard, this study develops a Pythagorean fuzzy double normalization-based multiple aggregation (PF-DNMA) method to solve the problem of selecting internet financial products. Firstly, the key factors for evaluating internet financial products are identified. Observing that the Pythagorean fuzzy set is an effective tool to express evaluation information, we then extend the original multiple criteria decision making method named the double normalization-based multiple aggregation method to Pythagorean fuzzy environment. The PF-DNMA method is characterized by two normalization techniques and three aggregation tools, and thus is effective and robust in solving multiple criteria decision making problems. We deal with an internet financial investment problem by the PL-DNMA method and provide some comparative analyses with the Pythagorean fuzzy TOPSIS and VIKOR methods to illustrate the effectiveness of the proposed method.
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Introduction

With the developments of economy and Internet technology, a growing number of Internet financial products are appearing in market, which are conducive to promoting the development of traditional Chinese finance. Besides, these products not only save investors' time, but also increase investors' return on a big probability. In other words, we need to comprehensively select Internet financial products from the future benefits and risk (Merigo & Gil-Lafuente, 2007). There are many good studies on traditional financial products (Gil-Lafuente, 2005; Merigo & Gil-Lafuente, 2007). However, the use of emerging technologies adds new risks to financial products (Martins et al., 2014). Therefore, how to select the best product from multiple Internet financial investment products is an important issue for individual investment. This paper aims to evaluate Internet financial products from the perspective of objective experts which provide decision support for investors. Internet financial management is to choose the most effective scheme from multiple investment schemes (Merigo & Gil-Lafuente, 2007). There are many criteria to measure the performance of Internet financial products (Cai et al., 2013), including financial, security, privacy, performance, social and time risk (Lee, 2009). We need to determine the key factors, and then allocate different weights to these factors for evaluating the investment schemes. That is to say, the Internet financial investment product selection is a typical multi-criteria decision making (MCDM) problem with subjective evaluations because of the qualitative criteria whose values are unable to be measured objectively in crisp values (Stevic et al., 2018).

To handle qualitative decision making problems with ambiguity, Zadeh (1965) proposed the fuzzy set theory to measure the values of qualitative criteria with membership degrees which belong to [0,1]. The membership degree can be regarded as the satisfaction degree of alternative Aᵢ under criterion cᵢ. To describe the uncertain information accurately, Atanassov (1986) introduced the concept of intuitionistic fuzzy set (IFS) which is composed by a membership degree α and a non-membership degree β. The IFS aims to describe the preferences from both positive and negative sides. The sum of the membership degree and non-membership degree in an IFS satisfies α + β ≤ 1. However, in practice, because of people's individualized
cognition, the sum of membership and non-membership degrees is usually greater than 1. To capture this fact, Yager (2014) introduced the Pythagorean fuzzy set (PFS) whose membership degree $\alpha_i$ and non-membership degree $\beta_i$ satisfy $\alpha_i^2 + \beta_i^2 \leq 1$. Compared with the IFS, the PFS is flexible to express subjective opinions (Peng & Yang, 2015). Given these advantages, the PFS has been widely applied in the fields of economic management (Peng & Dai, 2017; Zhang, 2016; Su et al., 2019) and security (Gul, 2018).

Different MCDM methods have been proposed to solve the problems in which the evaluations of alternatives are expressed by PFSs, such as the Pythagorean fuzzy TOPSIS (Zhang & Xu, 2014), Pythagorean hesitant fuzzy VIKOR (Ali et al., 2018), and Pythagorean fuzzy TODIM (Ren et al., 2016). These MCDM methods show the applicability of PFSs. However, as far as we know, most of these methods adopted either the linear normalization or vector normalization for the evaluation values. They ignored the impact of unit orders of magnitude differences between different criteria. Besides, these Pythagorean fuzzy MCDMs only consider one factor in utility values or secondary ranking (Liao & Wu, 2019). In addition, the target criteria whose best values are neither maximum nor minimum ones but the values between them are common in practice. However, the existing Pythagorean fuzzy MCDM methods (Zhang & Xu, 2014; Ali et al., 2018; Ren et al., 2016) were unable to solve the problems with target criteria.

The double normalization-based multiple aggregation (DNMA) method proposed by Liao and Wu (2020) is a new member in the family of utility value-based MCDM methods. It shows higher reliability than other MCDM methods because of the combination of two normalization techniques and three aggregation tools. It can deal with benefit, cost and target criteria at the same time. This method has raised concern since it was proposed (Liao & Wu, 2020). However, it cannot handle the MCDM problems with the evaluations expressed as PFSs.

Considering the efficiency of PFSs in representing uncertain information and the advantages of the DNMA method in deducing reasonable ranking of alternatives, this study is dedicated to investigating the DNMA method in the Pythagorean fuzzy environment. A novel method named the Pythagorean fuzzy double normalization-based multiple aggregation (PF-DNMA) method is proposed to handle complex MCDM problems. A Pythagorean fuzzy maximum deviation method is developed to derive the weights of criterion and the PF-DNMA method is then used to derive the ranking of alternatives. Finally, we implement the PF-DNMA method to select internet financial investment products and illustrate the validity of the proposed method.

The rest of this study is organized as follows: Firstly, we establish a criteria system for the evaluation of internet financial products. Then, the PFS and DNMA method are reviewed to facilitate further discussion. Afterward, we propose the Pythagorean fuzzy maximum deviation method and the PF-DNMA method. A case about Internet financial investment product selection is solved by the proposed method. The paper is closed with some conclusions.

Criteria System Establishment for Internet Financial Product Selection

To select an appropriate internet financial product, firstly, we need to establish a criteria system, and then the performance of alternatives can be evaluated according to these criteria. In this regard, many studies about internet financial product selection focused on the factors that influence consumer choice (Cai et al., 2015) and consumer behavior (Zhai & Huang, 2016; Walczak & Pienkowska-Kamieniecka, 2018). Cai et al. (2015) pointed out that the return rate, liquidity, threshold height, capital security, policy risk, and convenient payment can be taken as the factors from the consumer perspective. Zhai and Huang (2016) confirmed that the performance expectancy, government e-readiness, social influence, trust and facilitating conditions have significant effects on the financial product investment. Based on the valence framework and innovation diffusion theory, Xia and Hou (2016) proposed a model to capture consumers’ intention when using online financial products. They obtained that the relative utility advantage significantly enhanced consumers’ intentions to use. The negative effects of application and perceived risk did not affect the intention significantly to use. On the other hand, the reliability and practicability of the Internet financial platform also affected the interests of risk (Hou, 2016). The practicability of website technical factors includes website function and operation, positively impacted perceived risk, psychological risk and social risk.

However, the current research has not measured the relationship between product risk and return. Based on the existing research, we construct a model about the mutual influence among the elements which affect the motivation of consumers’ investment from the perspectives of consumers’ own factors, product factors, network platform, and other influencing factors. The relationship between factor investment benefit including positive correlation and negative correlation is also given, as shown in Figure 1.

To distinguish the differences between different Internet financial products and maximize the guarantee of investor rights, we invite Internet finance experts to conduct online group meetings and make evaluations. Then, they determine the key factors affecting investors’ income from the third-person perspective. After discussing, the experts finalize six core evaluation criteria as shown in Table 1.

Preliminaries

In this section, we review some concepts of PFSs and the process of the DNMA method.

Pythagorean Fuzzy Set

PFSs are flexible for experts to express their fuzzy evaluation information (Yager, 2014). Let $X$ be an arbitrary non-empty set. A PFS $A$ is described as $A=\{x, \alpha_i(x), \beta_i(x) | x \in X\}$, where $\alpha_i(x)$ and $\beta_i(x)$ are the Pythagorean membership function and Pythagorean non-membership function, respectively. There is $(\alpha_i(x))^2 + (\beta_i(x))^2 \leq 1$. The hesitancy degree of the PFS $A$ is expressed as
\[ y_n(x) = \sqrt{-(\alpha_n(x)) - (\beta_n(x))^2} \]. Zhang and Xu (2014) called 
\[ A = (\alpha_n(x), \beta_n(x)) \] a Pythagorean fuzzy number (PFN) 
which was written as \[ A = (\alpha, \beta) \).

![Figure 1. The Factors Affecting Investors’ Interests and the Direction of Influence](image)

### Table 1

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Type</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c_1 ) (Rate of return)</td>
<td>Benefit</td>
<td>The rate of return on the investment, based on the current market price, face value, coupon rate, and distance from the due date.</td>
</tr>
<tr>
<td>( c_2 ) (Capital liquidity)</td>
<td>Benefit</td>
<td>The Internet financial platform meets the ability of depositors to withdraw cash, pay debts and borrowers’ normal loans.</td>
</tr>
<tr>
<td>( c_3 ) (Product awareness)</td>
<td>Benefit</td>
<td>The potential purchaser recognizes or remembers the product’s ability. The higher the level of cognition, the greater the probability of purchase.</td>
</tr>
<tr>
<td>( c_4 ) (Credibility)</td>
<td>Benefit</td>
<td>Whether the platform can effectively protect consumers' personal information and whether it can create expected benefits.</td>
</tr>
<tr>
<td>( c_5 ) (Convenience)</td>
<td>Benefit</td>
<td>The difficulty of consumers in purchasing financial products and the amount of personal information requested by consumers.</td>
</tr>
<tr>
<td>( c_6 ) (Practicality)</td>
<td>Target</td>
<td>The integrity of the overall functionality and content of the platform and the legibility of the product information given.</td>
</tr>
</tbody>
</table>

Since the PFS was proposed, scholars have made many achievements related to the PFS, such as Pythagorean fuzzy aggregation operators (Peng & Yuan, 2016; Ma & Xu, 2016; Teng et al., 2018; Liu et al., 2017), Pythagorean fuzzy information measures (Li & Zeng, 2017; Peng et al., 2017), Pythagorean fuzzy MCDM methods (Zhang & Xu, 2014; Zhang, 2016).

Based on the operations of intuitionistic fuzzy sets, Zhang and Xu (2014) proposed some operations for PFNs. Let \( \eta_1 = A(\alpha_1, \beta_1) \), \( \eta_2 = A(\alpha_2, \beta_2) \), and \( \eta = A(\alpha, \beta) \) be three PFNs. We have 
1) \( \eta' = A(\beta, \alpha) \)
2) \( \eta \circ \eta = A\left(\frac{\alpha_1 + \alpha_2 - \alpha_1 \alpha_2}{1 - \alpha_1 \alpha_2} + \beta_1 \beta_2, \frac{\beta_1 + \beta_2 - \beta_1 \beta_2}{1 - \beta_1 \beta_2}\right) \)
3) \( \lambda \eta = A\left(\sqrt{1 - (1 - \alpha_1)^2 \lambda \beta_1} + \beta_1 \beta_2, \frac{\beta_1 + \beta_2 - \beta_1 \beta_2}{1 - \beta_1 \beta_2}\right), \lambda > 0 \)
4) \( \eta^{-1} = A\left(\frac{1}{\beta_1}, \sqrt{1 - (1 - \alpha_1^{-1}) \lambda}, \lambda > 0 \right) \)

Furthermore, the distance between PFNs was defined as (Ali et al., 2018):
\[ d(\eta_1, \eta_2) = 0.5 \cdot \left( |\alpha_1^2 - \alpha_2^2| + |\beta_1^2 - \beta_2^2| + |\gamma_1^2 - \gamma_2^2| \right) \]

For any PFN \( \eta = A(\alpha, \beta) \), the score function was defined as (Zhang & Xu, 2014) \( S(\eta) = (\alpha_1^2 - \beta_1^2) \), where \( S(\eta) \in [-1,1] \). The accuracy function was defined as (Zhang & Xu, 2014) \( a(\eta) = (\alpha_1^2 + \beta_1^2) \), where \( a(\eta) \in [0,1] \). For any two PFNs \( \eta_1 \) and \( \eta_2 \), if \( S(\eta_1) > S(\eta_2) \), then \( \eta_1 > \eta_2 \); if \( S(\eta_1) < S(\eta_2) \), then \( \eta_1 < \eta_2 \); if \( S(\eta_1) = S(\eta_2) \) and \( a(\eta_1) > a(\eta_2) \), then \( \eta_1 > \eta_2 \); if \( S(\eta_1) = S(\eta_2) \) and \( a(\eta_1) = a(\eta_2) \), then \( \eta_1 = \eta_2 \).

### The DNMA Method

Liao and Wu (2020) proposed the DNMA approach which can solve both the quantitative and qualitative criteria with benefit, cost or target forms at the same time. This approach combines the advantages of the target-based linear normalization and target-based vector normalization. Besides, three kinds of aggregation tools were proposed for different objectives. Then, three subordinate utility values and subordinate ranks were integrated to derive a stable result. This method has strong flexibility, reliability,
accuracy and robustness. The steps of the DNMA method are briefly described as follows:

Step 1. Normalize the decision matrix $H = (A_{ij})_{m \times n}$ by computing the target-based linear normalization values and target-based vector normalization values through Eqs. (1) and (2), respectively:

$$v_i^j = 1 - \frac{|A_{ij} - r_j|}{\max_i |A_{ij} - r_j|} \quad (1)$$

$$v_i^j = 1 - \frac{|A_{ij} - r_j|}{\sqrt{\sum_i (A_{ij} - r_j)^2} + (r_j^2)} \quad (2)$$

where $r_j$ is the target value under criterion $c_j$, $r_j = \max A_{ij}$ and $r_j = \min A_{ij}$ are benefit and cost formulas, respectively. Then, normalize the values of different criteria by Eq. (3).

$$v_{i1}^j = \frac{v_i^j}{\max_j v_i^j} \quad (3)$$

$$v_{i2}^j = \frac{v_i^j}{\max_j v_i^2}$$

Step 2. Calculate three kinds of utility values by three subordinate aggregation models, i.e., the complete compensatory model (CCM), un-compensatory model (UCM) and incomplete compensatory model (ICM) by Eqs. (4)-(6), respectively. Then we can get three subordinate ranks.

$$u_i(A) = \sum_{j=1}^n w_j v_{i1}^j \quad (4)$$

$$u_i(A) = \max_j [1 - v_i^j] \quad (5)$$

$$u_i(A) = \prod_{j=1}^n (v_i^j)^{\omega_j} \quad (6)$$

Step 3. Integrate the subordinate ranks, the normalized utility values calculated by Eq. (7) and the weights of three models. Finally, we can get the final ranking of alternatives in descending order of $RC_i$, which is calculated by Eq. (8).

$$u_i^\alpha(A) = \frac{u_i(A)}{\sqrt{\sum_{j=1}^n u_i(A)}} \quad \alpha = 1, 2, 3 \quad (7)$$

$$RC_i = \delta_1 \cdot \Psi \left( u_{i1}^\alpha(A) / \max u_{i1}^\alpha(A) \right)^\beta_1 + (1-\Psi) \left[ m - r_i(A) + 1 \right] m$$

$$- \delta_2 \cdot \Psi \left( u_{i2}^\alpha(A) / \max u_{i2}^\alpha(A) \right)^\beta_2 + (1-\Psi) r_i(A) m$$

$$+ \delta_3 \cdot \Psi \left( u_{i3}^\alpha(A) / \max u_{i3}^\alpha(A) \right)^\beta_3 + (1-\Psi) \left[ m - r_i(A) + 1 \right] m \quad (8)$$

where $\delta_1$, $\delta_2$ and $\delta_3$ are the weights of CCM, UCM and ICM, respectively. $\delta_1 + \delta_2 + \delta_3 = 1$. $\Psi (\Psi \in [0,1])$ is the relative importance of the subordinate ranks and subordinate utility values.

**Methodology: The PF-DNMA Method**

In this section, firstly, we propose a criteria-weighting method, namely the Pythagorean fuzzy maximizing deviation method. Then, we extend the DNMA method to Pythagorean fuzzy environment to rank alternatives. Finally, the framework of the proposed methodology is presented.
where \( \theta \) denotes the known constraints of criteria weights.

Solving Model (M-1) by MATLAB or LINGO software package, we can obtain the optimal solution
\[
w = \left( w_1, w_2, \ldots, w_n \right) .
\]

Sometimes the information about the weights of criteria is unknown, we establish another model to get the optimal solution as follows:
\[
(M - 2) \quad \begin{align*}
\max & \quad D(w) = \sum_{i=1}^{m} \sum_{j=1}^{n} d(A_i, A_j) w_j \\
\text{s.t.:} & \quad \sum_{j=1}^{n} w_j = 1, \quad w_j \geq 0, \quad j = 1, 2, \ldots, n
\end{align*}
\]

To solve Model (M-2), we establish a Lagrange function:
\[
L(w, \theta) = \sum_{i=1}^{m} \sum_{j=1}^{n} d(A_i, A_j) + \theta \left( \sum_{j=1}^{n} w_j - 1 \right)
\]

where \( \theta \) is a real number which represents the Lagrange multiplier variable. We calculate the partial derivatives of \( L \) as:
\[
\frac{\partial L}{\partial w_j} = \sum_{i=1}^{m} \sum_{j=1}^{n} d(A_i, A_j) = 0 \quad \text{for} \quad j = 1, 2, \ldots, n
\]

From Eq. (14), we obtain
\[
w_j = \frac{\sum_{i=1}^{m} \sum_{j=1}^{n} d(A_i, A_j)}{\theta}, \quad j = 1, 2, \ldots, n
\]

Putting Eq. (17) into Eq. (16), we have
\[
\theta = \left( \sum_{i=1}^{m} \sum_{j=1}^{n} d(A_i, A_j) \right)^2
\]

Setting Eq. (17) and the distance measure into Eq. (16), we can obtain an exact formula for the weights of criteria as:
\[
w_j = \frac{1}{\theta} \left( \sum_{i=1}^{m} \sum_{j=1}^{n} \left( a_i - a_j \right) \left( a'_i - a'_j \right) \right)
\]

Finally, we normalize \( w_j \) and obtain
\[
w_j = \frac{\sum_{i=1}^{m} \sum_{j=1}^{n} \left( a_i - a_j \right) \left( a'_i - a'_j \right)}{\sum_{i=1}^{m} \sum_{j=1}^{n} \left( a_i - a_j \right) \left( a'_i - a'_j \right)}
\]

The Pythagorean fuzzy DNMA Method for MCDM

In this part, we propose the PF-DNMA method which takes the advantages of the target-based linear normalization and target-based vector normalization comprehensively. Three integration models including ranks and the subordinate utility values are proposed. The PF-DNMA method reduces the Pythagorean fuzzy information loss, and the robustness of the results is enhanced. It includes three parts: (1) normalizing the decision matrix by the target-based normalization techniques; (2) combining the normalization values with different aggregation operators; (3) integrating subordinate utility values and ranks.

Firstly, we propose a target-based linear normalization method under the Pythagorean fuzzy environment based on the distance measure as follows:
\[
x_j^i = 1 - \frac{1}{n} \left( \sum_{i=1}^{n} |a_i - a_j| + |a'_i - a_j| + |a''_i - a_j| \right)
\]

where \( \gamma \) is the target value under criterion \( c_j \), and \( D_i = (a_i, \gamma) \) is the PFS of alternative \( D_i \) under criterion \( c_i \), with
\[
\gamma = \sqrt{1 - \frac{1}{n} \left( |a_i - a_j| + |a'_i - a_j| + |a''_i - a_j| \right)}
\]

Obviously, \( x_j^i \in [0, 1] \). If \( D_i \) is close to \( \gamma \), then the value of \( x_j^i \) is close to 1; otherwise it is close to 0.

As illustrated by Liao and Wu (2020), the linear normalization may lose the original division between alternatives under a criterion. If we only use the linear normalization values for aggregation, then the final results may be unreliable. Therefore, we further consider another widely used normalization method to make up for the defect of linear normalization. The target-based vector normalization method under the Pythagorean fuzzy environment is developed as follows:
\[
x_j^i = 1 - \frac{1}{n} \left( \sum_{i=1}^{n} |a_i - a_j| + |a'_i - a_j| + |a''_i - a_j| \right)
\]

where \( \gamma \) is the target value under criterion \( c_j \), and \( D_i = (a_i, \gamma) \) is the PFS of alternative \( D_i \) under criterion \( c_i \), with
\[
\gamma = \sqrt{1 - \frac{1}{n} \left( |a_i - a_j| + |a'_i - a_j| + |a''_i - a_j| \right)}
\]

Obviously, \( x_j^i \in [0, 1] \). In fact, the vector normalization cannot eliminate the influence of different value dimensions of criteria, but the linear normalization can solve this problem (Liao and Wu, 2020). Therefore, considering both linear and vector normalization is necessary to ensure a reliable decision result.

To eliminate the distribution of different criteria, we need to normalize the data by:
\[
\begin{align*}
x_{j1} &= s_j^i / \max s_j^i \\
x_{j2} &= s_j^i / \max s_j^i
\end{align*}
\]

Finally, the weight of criteria is calculated by Eq. (19). Then, we develop the following three aggregation models: CCM, UCM and ICM:
\[
\begin{align*}
\alpha_i(D) &= \sum_{j=1}^{n} w_j x_{j1} \\
\alpha_i(D) &= \max w_j (1 - x_{j1}) \\
\alpha_i(D) &= \prod (s_j)_{n+1}
\end{align*}
\]

We have the ranks \( R_i(D) \) \( (i = 1, 2, \ldots, m) \) and \( R_i(D) \) \( (i = 1, 2, \ldots, m) \) by \( u_i(D) \) \( (i = 1, 2, \ldots, m) \) and \( u_i(D) \) \( (i = 1, 2, \ldots, m) \) in descending order, respectively.

Besides, we obtain the ranks \( R_i(D) \) \( (i = 1, 2, \ldots, m) \) by \( u_i(D) \) \( (i = 1, 2, \ldots, m) \) in ascending order.

Equation (23) is composed by the arithmetic weighted average operator with target-based linear normalization values. It is a complete compensation model in which the bad performance of an alternative under a criterion can be eliminate equivalently by the good performance of that...
alternative under other criteria. This situation is in line with the risk-neutral attitude of decision-makers. Eq. (24) is structured by the maximum-minimum operator with target-based linear normalization values. It focuses on the worst performance of each alternative. According to this model, we can select the alternative which does not have bad performances under all criteria. This satisfies the risk aversion attitude of decision makers. Most decision makers prefer the alternative which has excellent comprehensive performance without a very bad value under a criterion. This can be achieved by Eq. (25). It is an aggregation operator of incomplete compensation type. Eq. (25) is developed by the geometric weighted operator with target-based vector normalization values. The linear normalization is not used in Eq. (25) since the linear normalization value 0 will invalidate the formula. We can find that, normally, the vector normalization value does not reach 0. In conclusion, the aggregation models of the PF-DNMA take the advantages of two normalization techniques and three aggregation functions. This makes it flexible to solve complex MCDM problems. We should also note the different between the DNMA method and the MULTIMOORA method in terms of the normalization rules.

To eliminate the different dimensions among the three subordinate utility values, the standardized formula is given as follow:

$$u_i^y(D) = \frac{u_i(D)}{\sum_{i=1}^{m} u_i(D)} \quad (Y = 1, 2, 3; i = 1, 2, \ldots, m) \quad (26)$$

Setting different values for parameter $\Psi$ and $\delta_y (y = 1, 2, 3)$ according to different MCDM problems, we can calculate the final scores $RC_i (i = 1, 2, \ldots, m)$ of alternatives by Eq. (27). The final ranks of alternatives are obtained by $RC_i (i = 1, 2, \ldots, m)$ in descending order:

$$RC_i = \hat{\delta}_i \cdot \left[ \Psi \left( u_i^y(D) / \max_{j=1}^{m} u_i^y(D) \right)^{\frac{1}{m}} + (1 - \Psi) \left( m - r_i(D) + 1 \right) \frac{1}{m} \right]$$

$$- \hat{\delta}_i \cdot \left[ \psi \left( u_i^y(D) / \max_{j=1}^{m} u_i^y(D) \right)^{\frac{1}{m}} - (1 - \psi) \left( m - r_i(D) + 1 \right) \frac{1}{m} \right]$$

$$+ \hat{\delta}_i \cdot \left[ \psi \left( u_i^y(D) / \max_{j=1}^{m} u_i^y(D) \right)^{\frac{1}{m}} + (1 - \psi) \left( m - r_i(D) + 1 \right) \frac{1}{m} \right] \quad (27)$$

Combining the Pythagorean fuzzy maximizing deviation method with the PF-DNMA, we can construct a comprehensive MCDM method. To facilitate the applications of this method, we summarize the steps of the proposed MCDM method as follows:

**Step 1.** Collect the relevant information to deeply know about the influence factor of the MCDM problem. Then, sort out and determine the key criteria by the group meeting method. Based on the established criteria, we create the decision matrix $Q = (D_{ij})_{n \times n}$, where all the opinions $D_{ij}$ $(i = 1, 2, \ldots, m; j = 1, 2, \ldots, n)$ are given by DMs with Pythagorean fuzzy information.

**Step 2.** Normalize the comprehensive decision matrix by Eqs. (20)-(21).

**Step 3.** Suppose the weights of criteria are completely unknown. Then, we can deduce the weights of criteria by Eq. (19).

**Step 4.** Based on the two target-based normalization techniques, we calculate the subordinate utility values by Eqs. (23)-(25) and get three subordinate ranks. Then, normalize the utility values by Eq. (26).

**Step 5.** Compute the final scores of alternatives by Eq. (27) and rank the alternatives in descending order.

For clearly understanding of the PF-DNMA method, we summarize the procedure in Figure 2 intuitively.

---

**Figure 2. The Framework of the PF-DNMA Method**
Case Study

With the development of Internet and mobile communication technologies, China’s economy has been transformed into a high-quality development mode, and an increasing number of traditional enterprises embrace Internet technology. In this situation, a variety of emerging business models have been created, such as the shared economy (Heinrichs, 2013), online medical (Liszka et al., 2006), and mobile finance (Michalski et al., 2018). In recent years, Internet finance has gradually emerged in China and its scale and variety are rapidly growing (Wang et al., 2007). Internet finance is an emerging form combining traditional financial industry with Internet technology. It has a greater impact on the traditional financial industry. Internet companies and financial companies have expanded their Internet finance business. The two representative companies in China are Alibaba and Tencent. At present, Internet finance has many modes such as the third-party payment, big data finance, and Internet financial wealth management products.

Internet financial investment products are the most representative form of the Internet financial model. Since 2013, many Internet companies have cooperated with traditional fund companies to introduce Internet financial investment products to attract users to deposit idle funds into the platform. Various wealth management products are available, such as Alipay, Pat the loan, Yu’e Bao, Cash Bao, Li Cai Tong, Zhong An Online, Google Wallet, and Prosper.

However, because the Internet finance is an emerging format, national and government regulatory measures and systems have not yet formed a good norm. Furthermore, in a relatively anonymous network environment, most investors not only lack professional experience in purchasing Internet financial products, but also are difficult to obtain diversified and complete information about Internet financial products. In turn, it gives ordinary investors a lot of difficulties in choosing Internet financial products. A scientific and effective screening of Internet financial investment products is necessary for investors.

The investors need to consider many factors to measure these products, which is a typical MCDM problem. From what perspectives to evaluate Internet financial wealth management products is critical to solve the problem. Based on the preliminary discussion and analysis, we use the Delphi method to divide the echelon of many Internet financial investment products, and get four first echelon products. We anonymize them and call them $A_i$ ($i = 1, 2, 3, 4$). Then, we invite three experts to express their evaluations with Pythagorean fuzzy sets. The individual decision matrices are established as $D_{ixk}$ ($k = 1, 2, 3$), where $k$ represents the serial number of the experts. Then we give the three experts the same weight for integration, and obtain the comprehensive decision matrix as $D^S$.

![Figure 3. The Preferences of Alternatives with Different Values of the Parameter $\delta$.](image-url)
Solve the Case by the Pythagorean Fuzzy DNMA Method

By Eq. (19), we can deduce the weight vector of criteria as 
$$w = (0.2083, 0.2425, 0.2048, 0.1258, 0.0846, 0.1340)^T$$ .

Then, by Eqs. (20)-(22), we obtain two normalization decision matrices as follows:
$$D^{s1} = \begin{bmatrix}
A_1 & (1.0000, 0.0000, 0.0000, 0.2352, 0.0465, 1.0000) \\
A_2 & (0.6768, 0.2054, 0.2513, 0.0000, 0.0000, 0.0000) \\
A_3 & (1.1669, 0.8063, 1.0000, 1.0000, 0.1381, 0.0000) \\
A_4 & (0.0000, 1.0000, 0.4862, 0.4333, 0.5368, 0.1405) \\
A_5 & (1.0000, 0.6109, 0.3474, 0.8279, 0.8623, 1.0000) \\
A_6 & (0.8392, 0.6908, 0.5114, 0.7749, 0.8556, 0.8112) \\
A_7 & (0.5856, 0.9246, 1.0000, 1.0000, 0.8372, 0.0000) \\
A_8 & (0.5026, 1.0000, 0.6646, 0.8725, 0.9331, 0.8377)
\end{bmatrix}$$

We calculate the utility values by three aggregation models. The normalized results are given in Table 2.

Table 2: The Utility Values of Alternatives Derived by PF-DNMA Method

<table>
<thead>
<tr>
<th>A_1</th>
<th>א</th>
<th>A_2</th>
<th>א</th>
<th>A_3</th>
<th>א</th>
<th>A_4</th>
<th>א</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.4405</td>
<td>3</td>
<td>1.4312</td>
<td>4</td>
<td>0.2999</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2840</td>
<td>4</td>
<td>1.1372</td>
<td>2</td>
<td>0.3108</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.7783</td>
<td>1</td>
<td>1.0242</td>
<td>1</td>
<td>0.3730</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.5401</td>
<td>2</td>
<td>1.2294</td>
<td>3</td>
<td>0.3310</td>
<td>2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The parameters can be made the alternative more distinguishable. In Fig. 3, when $\delta_1 = 0.33$, $\delta_2 = 0.33$, $\delta_5 = 0.34$ , $\delta_6 = 0.1$, $\delta_7 = 0.1$, $\delta_8 = 0.8$ , the ranking of alternatives is $A_1 > A_2 > A_3$, but the distances between alternatives are different; when $\delta_1 = 0.1$, $\delta_2 = 0.8$, $\delta_5 = 0.1$ , the ranking of alternatives is $A_1 > A_2 > A_3 > A_4$; when $\delta_1 = 0.8$, $\delta_2 = 0.1$, $\delta_5 = 0.1$ , the ranking of alternatives is $A_5 > A_2 > A_3 > A_4$. We can obtain different rankings with respect to the different values of $\delta_i (i = 1, 2, 3)$. In general, the PF-DNMA has flexibility in realistic decision making process.

Comparative Analyses and Discussions

In what follows, we solve the case by the Pythagorean fuzzy TOPSIS (Zhang & Xu, 2014) and Pythagorean fuzzy VIKOR. Then we compare the PF-DNMA method with them.

(1) Comparison with the Pythagorean Fuzzy TOPSIS Method

We apply the Pythagorean fuzzy TOPSIS method (Zhang & Xu, 2014) to solve the above case. First, we identify the Pythagorean fuzzy positive ideal solution ($PIS^+$) and the Pythagorean fuzzy negative ideal solution ($NIS^-$) from $D^{s1}$ as follows:

\[ PIS^+ = (0.7604, 0.3743, 0.8048, 0.3288, 0.7276, 0.3367), \]

\[ NIS^- = (0.6718, 0.5052, 0.7120, 0.5164, 0.5759, 0.4121, 0.6771, 0.4376, 0.7257, 0.3440, 0.6141, 0.3132) \]

Then, by Eq. (28)-(29), we calculate the distances from the Pythagorean fuzzy value of each alternative $A_i$ to $PIS^+$ and $NIS^-$, respectively. All calculation results are given in Table 3.

\[ d(A_i, PIS^+) = \frac{1}{2} \sum_{j=1}^{n} w_j \left( a_{ij}^+ - a_{ij}^- + \| b_{ij}^+ - b_{ij}^- + \| c_{ij}^+ - c_{ij}^- \right) \] \[ d(A_i, NIS^-) = \frac{1}{2} \sum_{j=1}^{n} w_j \left( a_{ij}^- - a_{ij}^+ + \| b_{ij}^- - b_{ij}^+ + \| c_{ij}^- - c_{ij}^+ \right) \]

where $w_j (j = 1, 2, 3, 4, 5, 6)$ are the weights of criteria. Finally, calculate the relative closeness index of each alternative by Eq. (30).

<table>
<thead>
<tr>
<th>Distance between PIS$^+$ / NIS$^-$ and $A_i$</th>
<th>A_1</th>
<th>A_2</th>
<th>A_3</th>
<th>A_4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d(A_i, PIS^+)$</td>
<td>0.1033</td>
<td>0.1088</td>
<td>0.0515</td>
<td>0.0789</td>
</tr>
<tr>
<td>$d(A_i, NIS^-)$</td>
<td>0.0755</td>
<td>0.0667</td>
<td>0.1026</td>
<td>0.0913</td>
</tr>
</tbody>
</table>

$$RC_i = \frac{d(A_i, PIS^+)}{d(A_i, PIS^+) + d(A_i, NIS^-)} , i = 1, 2, 3, 4 \tag{30}$$

Then we can obtain that $RC_1 = 0.5777$ , $RC_2 = 0.6198$ , $RC_3 = 0.3344$ , $RC_4 = 0.4636$ . There is $A_1 > A_2 > A_3 > A_4$ .

The optimal investment project is $A_1$ .

(2) Comparison with the Pythagorean Fuzzy VIKOR Method

We compute the values of group utility measure $Gu$, and individual regret measure $Ir_i$ by Eq. (31):

\[ Gu = \sum_{i=1}^{n} w_i \frac{d(\text{PIS}^+, D^s)}{d(\text{NIS}^-, p^i, D^s)} \]

\[ Ir_i = \max \left( w_j \frac{d(\text{PIS}^+, D^s)}{d(\text{NIS}^-, p^i, D^s)}, \right) \] for $i = 1, 2, 3, 4 \tag{31}$

where $\text{PIS}^+ = \max \left( h(\alpha_{ij}^+, \beta_{ij}^+) \right)$ and $\text{NIS}^- = \min \left( h(\alpha_{ij}^-, \beta_{ij}^-) \right)$, $w_j (j = 1, 2, 3, 4, 5, 6)$ are the weights of criteria.

Then, calculate the value of compromise measure $Cm$, by Eq. (32). The calculation results are given in Table 4.

\[ CM_i = \frac{\bar{Gu}_i - Gu_i}{Gu_i - \bar{Gu}_i} + (1 - \ell) \frac{Ir_i - Ir^*}{Ir^* - Ir}, \] for $i = 1, 2, 3, 4 \tag{32}$

where $\bar{Gu}_i = \min Gu_i$ , $\bar{Gu}_i = \max Gu_i$ , $Ir^* = \min Ir$ , $Ir^* = \max Ir$ , $\ell$ is a parameter, representing the trade-off of the DM.

Considering different parameters, the compromise values of alternatives derived by the Pythagorean fuzzy VIKOR method are shown in Table 4. When $\ell=0.1$ , $\ell=0.2$ , $\ell=0.3$ , $\ell=0.4$ , $\ell=0.5$ , $\ell=0.6$ , $\ell=0.7$ and $\ell=0.8$ , the ranking of alternatives is $A_1 > A_2 > A_3 > A_4$ ; when $\ell=0.9$ , the ranking of alternatives is $A_1 > A_2 > A_3 > A_4$ . Thus, the compromise solution is $A_1$ .
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The Values of $CM_i$ with Respect to the Different Values of $t$

<table>
<thead>
<tr>
<th>$CM_i$</th>
<th>$t=0.1$</th>
<th>$t=0.2$</th>
<th>$t=0.3$</th>
<th>$t=0.4$</th>
<th>$t=0.5$</th>
<th>$t=0.6$</th>
<th>$t=0.7$</th>
<th>$t=0.8$</th>
<th>$t=0.9$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$CM_{i1}$</td>
<td>0.9523</td>
<td>0.9046</td>
<td>0.8569</td>
<td>0.8091</td>
<td>0.8614</td>
<td>0.7137</td>
<td>0.6660</td>
<td>0.6183</td>
<td>0.5706</td>
</tr>
<tr>
<td>$CM_{i2}$</td>
<td>0.5347</td>
<td>0.5456</td>
<td>0.5565</td>
<td>0.5674</td>
<td>0.5783</td>
<td>0.5892</td>
<td>0.6001</td>
<td>0.6110</td>
<td>0.6219</td>
</tr>
<tr>
<td>$CM_{i3}$</td>
<td>0.0266</td>
<td>0.0532</td>
<td>0.0532</td>
<td>0.1064</td>
<td>0.1331</td>
<td>0.1597</td>
<td>0.1863</td>
<td>0.2129</td>
<td>0.2395</td>
</tr>
<tr>
<td>$CM_{i4}$</td>
<td>0.2798</td>
<td>0.2956</td>
<td>0.3114</td>
<td>0.3272</td>
<td>0.3430</td>
<td>0.3588</td>
<td>0.3746</td>
<td>0.3904</td>
<td>0.4062</td>
</tr>
</tbody>
</table>

Note: “3421” in Table 11 describes the ranks of the alternatives, meaning $A_1 > A_3 > A_2 > A_5$. As mentioned above, the optimal alternative selected by the three methods is $A_5$. The same results with other methods show that the PF-DNMA method has good availability and effectiveness. The comparative analysis shows that the PF-DNMA method synthesizes the advantages of two kinds of standardization and fully considers the influence of units in quantity and quality dimensions on standardization. By integrating subordinate ranks and utility values, the differences between alternatives are better reflected than the Pythagorean fuzzy TOPSIS and Pythagorean fuzzy VIKOR. At the same time, adjusting parameters are added to the three sub-integration models, and the appropriate values can be selected according to different preference relationships. Another parameter $\Psi (\Psi \in [0,1])$ could control the relative importance of the subordinate ranks and subordinate utility values, which makes the results more flexible.

Conclusion

DNMAs are one of the utility value-based methods to deal with MCDM problems. It has the characteristics of simple computing process, scientific calculation and flexible application. In this paper, we extended the DNMA method to Pythagorean fuzzy environment to handle the Internet financial investment products selection problems. Through the experiment of parameter change, we can see that the PF-DNMA method has better robustness and stability. Based on the literature review, we considered two aspects about investors’ behavior and platform risk to establish a criterion system for Internet financial investment. To get objective weights, we introduced a Pythagorean fuzzy maximum deviation method into the PF-DNMA method. The proposed methodology was applied to select the best Internet financial products. For fully illustrating the accuracy of the PF-DNMA method, we compared it with the existing Pythagorean fuzzy TOPSIS and Pythagorean fuzzy VIKOR methods. In three methods, the most frequent ranking is $A_5 > A_1 > A_2 = A_3$, and therefore, the PF-DNMA method has good accuracy.

In the future, it is interesting to combine some aggregator operators (Liu & Wang, 2018; Liu, Chen & Wang, 2018; Liu & Wang, 2018) with the PF-DNMA method or extend this method to q-rung orthopair fuzzy sets. Applying the PF-DNMA method to deal with other MCDM problems, such as machine tool selection (Mohammad, Sarfaraz & Zavadskas, 2013), material selection (Morteza et al., 2016; Sarfaraz, Reza & Zavadskas, 2015), carpenter manufacturer selection (Zeljko et al., 2018), is a challenge.
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