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In order to forecast stock prices based on economic indicators, many studies have been conducted using well-known 

statistical methods. Meanwhile, since ~2010 as the power of computers improved, new methods of machine learning began 

to be used. It would be interesting to know how those algorithms using a variety of mathematical and statistical methods, 

are able to predict the stock market. The purpose of this article is to model the monthly price of the S&P 500 index based 

on U.S. economic indicators using statistical, machine learning, deep learning approaches and finally compare metrics of 

those models. After the selection of indicators according to the data visualization, multicollinearity tests, statistical 

significance tests, 3 out of 27 indicators remained. The main finding of the research is that the authors improved the 

baseline statistical linear regression model by 19 percent using a ML Random Forest algorithm. In this way, model 

achieved accuracy 97.68 % of prediction S&P 500 index. 

Keywords: S&P 500 Index; Economic Indicators; Machine Learning; Deep Learning; Fundamental Analysis; Stock. 

Introduction 

As it was noted by Prazak (2018), “the basic notion of 

the stock market is the market value of the stocks” (p. 

1613). Shares are widely recognized as a very risky 

investment since fluctuations in their price are determined 

by a number of factors both quantitative (macro and 

microeconomic) and qualitative (social, political, 

psychological, etc.). According to the theory of arbitrage, 

particular fundamental macroeconomic and financial 

indicators represent the components of investment risk, 

which means that particular indicators sufficiently fully 

reflect the risk stock prices are exposed to. 

The main purpose of stock market indices is to serve as 

benchmarks with reference to which investors can assess 

their current or potential investment performance. 

Composed of 500 U.S. largest companies operating in key 

industries, the S&P 500 is considered to be one of the most 

influential indicators reflecting and even determining the 

movements in the U.S. stock market. The stocks included 

in the index account for about 80 percent of the total U.S. 

stock market capitalization, and since a large proportion of 

U.S. corporations operate globally, fluctuations in the 

index value can as well cause the changes in equity 

markets worldwide, especially the ones most tied to the 

U.S. economy. Therefore, a deeper notion of the S&P 500 

value determinants can help more accurately forecast 

prospective stock market returns (losses).  

The S&P 500 stock index modelling is not a new issue. 

Previous models are based on various methodologies 

(statistical learning – Liu et al., 2016; classification – 

Tang, 2020; genetic programming – Sheta et al., 2013; 

GARCH – Awartani, Corradi, 2005; SV mixture – Durham, 

2007; time series analysis and simulation – Chan, 2009, 

etc.). The novelty of this research is that we use machine 

learning algorithms to help predict stock prices. With these 

algorithms, more accurate results are usually obtained than 

with basic statistical models. 

The main purpose of the article is to model the monthly 

price of the S&P 500 index based on U.S. economic 

indicators using statistical, machine learning, deep learning 

approaches and finally compare metrics of those models. 

The defined purpose was detailed into the following 

objectives: 1) to categorize most influential indicators 

affecting the stock market performance; 2) to select and 

substantiate methods of the research; 3) to model the S&P 

500 index price based on U.S. economic indicators using 

statistical, machine learning, deep learning methods. 

Research methods include comparative and systematic 

literature analysis, statistical, machine learning and deep 

learning algorithms. 

Categorization of the Most Influential Indicators 

Affecting the Stock Market Performance 

Although in particular cases stock price fluctuations 

seem to have been caused by some divorced factors, 

macroeconomic environment certainly has a significant 

impact on the general movement of the stock market, 

which is confirmed by the results of previous studies. 

Nevertheless, as it was noted by Pilinkus (2010), the 

direction of the causality running between macroeconomic 

environment and the stock market has not still been 

comprehensively researched, just as the number of the 
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most influential factors that could be employed to explain 

stock market volatility. Literature analysis helped to 

categorise the factors that, with reference to previous 

studies, can be considered as most influential in terms of 

the stock market performance (see Table 1). 

Table 1 

Categorisation of the Most Influential Indicators Affecting Stock Markets 

Category Indicators Author(s), year Category Indicators Author(s), year 

General 

macroeconomic 

indicators 

Consumer price 

index 

Pilinkus, 2010; Ligocka et 

al., 2016; Prazak, 2018; 

Akhtar et al., 2020 

Monetary 

supply 

indicators 

M1 Kumari, 2012 

Industrial 

production index 

Shanken, Weinstein, 2006; 

Liu, Shrestha, 2008; Prazak, 

2018 

M2 

Baharumshah, 2004; 

Baharumshah, et al., 

2009; Raymond, 2009 

Labour market 

indicators 

Unemployment 

rate 

Boyd et al., 2005; Pilinkus, 

2010; Prazak, 2018 

Year treasury 

10 

Kvietkauskiene, Plakys, 

2017 

Unemployed 

persons 
Boyd et al., 2005 Funds rate 

Patelis, 1997; Bernanke, 

Kuttner, 2005 

Employed 

persons 

Kvietkauskiene, Plakys, 

2017 

Currency in 

circulation 
Brzenk, 2018 

All employees Wertheim, Robinson, 2004 

Consumer 

(household) 

financial 

behaviour 

indicators 

Personal 

savings rate 
LeCompte, 2012 

Labour force 

participation rate 
Abudy et al., 2019 

Personal 

consumption 

expenditures 

Poterba et al., 1995; 

LeCompte, 2015; Sosa 

Cueto, 2017 

Population Quayes, Jamal, 2016 

Real 

disposable 

personal 

income 

Santos, Veronesi, 2006; 

Tarver, 2020 

Real estate 

market 

indicators 

Housing starts 
Conrad, Loch, 2015; Brzenk, 

2018 

Personal 

saving 
LeCompte, 2012 

New private 

housing building 

permits 

Cresap, 2017; Cortes, 

Weidenmier, 2019 

Demand 

deposits 
Lin, 2017 

Credit market 

indicators 

Interest rate 

Adam, Tweneboah, 2008; 

Alam, Uddin, 2009; 

Pilinkus, 2010; Addo, 

Sunzuoye, 2013  

Commodity 

market 

indicators 

WTI crude oil 

price 

Wang, Xie, 2012; 

Shaeri, Katircioglu, 

2018 

Treasure bill 
Adam, Tweneboah, 2008; 

Addo, Sunzuoye, 2013 

Motor vehicle 

retail sales 

Khouri, 2015; Aliu et 

al., 2017 

Commercial and 

industrial loans 
Lummer, McConnell, 1989    

Bank prime loan 

rate 
Ippolito et al., 2017    

Bank credit Ippolito et al., 2017    

Source: compiled by the authors. 

As it can be seen in Table 1, the indicators that are 

recognised to have the most significant impact on stock 

market return in general and on S&P 500 in particular can be 

attributed to the following categories: general macroeconomic 

indicators, labour market indicators (unemployment rate and 

jobs reports), real estate indicators, credit market indicators, 

monetary supply indicators, consumer (household) financial 

behaviour indicators and commodity market indicators. 

Evaluating the impact of the main general macroeconomic 

indicators, most researchers invoke OECD composite leading 

indicator (CLI), inflation rate (commonly represented by CPI) 

and industrial production index. The OECD composite 

leading indicator provides early signals of economic turning 

points, and thus allows to timely evaluate the current and 

short-term economic situation (OECD, 2012). Significance of 

the impact of CLI on the effectiveness of investors’ decisions 

is empirically confirmed in some studies (e.g., Topcu & Unlu, 

2013). Inflation rate measures fluctuations in the prices of 

goods/services. Higher prices diminish consumer purchase 

power and can force Federal Reserve to raise interest rates, 

which, in its turn, causes an economy to cool and squelches 

stock rallies, while falling inflation rates result in the 

opposite effects. Industrial production index measures the 

overall industrial output that serves as an indicator of the 

health of national production factories. The co-integrating 

interrelationship between the industrial production index and 

stock prices was identified by Shanken and Weinstein 

(2006), Liu and Shrestha (2008), and others. According to 

Prazak’s (2018) findings, general macroeconomic indicators 

provide a statistically significant impact on stock prices in 

the long run, though strength of the impact may substantially 

vary among economic sectors. 

Labour market indicators affect stocks since they reflect 

the general state (i.e. strength or weakness) of the economy, 

contribute to the national GDP and income structure, and 

ensure smooth functioning of the target economic and social 

instruments (Otoiu, 2015). In essence, a higher number of 

the employed is linked to increasing economic output, 

which, in its turn, determines higher volumes of retail sales 

and leads to generation of corporate profits, and vice versa. 
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On the other hand, as it was found by Boyd et al. (2005), 

growing unemployment rate can cause stock prices to rise 

during the periods of economic development, but cause 

them to drop during the periods of economic decline. 

Although vast majority of literature sources (Boyd et al., 

2005; Pilinkus, 2010; Prazak, 2018; Akhtar et al., 2020, etc.) 

addressing the relationship between macroeconomic 

indicators and stock market return tend to focus on 

generalising unemployment or employment rates 

(unemployment rate is considered to affect three types of 

corporate information: information on future interest rates, 

equity risk premiums and corporate earnings and dividends 

(Boyd et al., 2005)), for more accurate results it is no less 

important to consider particular labour market components 

such as the number of persons employed and unemployed, 

all employees and labour force participation rate reflecting 

the (un)employment situation in households which, through 

mediation of goods, service and capital markets, actually 

forms business-household economic relations (Otoiu, 2015) 

and determines the real level of household income 

subsequently used for consumption or saving. 

The real estate market, and in particular housing market 

indicators serve as reflectors of consumer confidence: 

feeling save and secure, consumers are more inclined to 

apply for loans and start building new housing, which 

positively affects both the future performance of the 

construction industry and a national economy in general. 

The robust evidence of the causality running from the 

housing market to stock market was provided by Li et al. 

(2020), although the relationship between both markets was 

found to be either positive or negative depending on the 

wealth effect. Housing starts and building permits are 

considered to be most market-moving indicators sending 

stock prices higher or lower. Among other macroeconomic 

variables, housing starts were found to have the highest 

predictive ability for stock market volatility by Conrad and 

Loch (2015), Brzenk (2018) and others, while the predictive 

ability of building permits was confirmed by Cresap (2017), 

Cortes and Weidenmier (2019), etc. 

The impact of credit market indicators, first of all, 

manifests through interest rate which reflects the cost of 

capital. As it was noted by Alam and Uddin (2009), the 

relationship between interest rate and share prices is inverse 

because increasing deposit interest rates prompt agents to 

switch their capital from stock markets to the banking 

sector, and vice versa. Treasury bill rate is commonly 

employed as a measure of interest rate, and the relationship 

between Treasury bill rate and stock prices is often reported 

negative (Adam & Tweneboah, 2008; Addo & Sunzuoye, 

2013, etc.). Commercial and industrial loans (C&I) provide 

businesses with working or financial capital. Thus, the 

demand from business companies for these loans serves as a 

sign of economic growth and therefore positively affects 

share prices (Lummer & McConnell, 1989). Similar effects 

are observed with growing bank prime loan rate (which 

measures the rate at which banks lend to their clients; the 

rate is correlated with the federal funds rate and tends to 

move along with it) (Ippolito et al., 2017) and bank credit 

rate (Ippolito et al., 2017). Hence, bank loan and credit rates 

play an important role as information conveyors to capital 

markets. 

Money supply that measures the quantity (abundance or 

scarcity) of money in circulation reflects consumer 

purchasing power and thus is considered to be a predictor of 

potential demand. Abundance of money in the economy is 

commonly linked to growing stock prices as large money 

supply means more money available to investing, and vice 

versa. The relationship between various components of 

money supply and stock market fluctuations was 

confirmed by numerous studies (M1 and stock market – 

Kumari, 2012; M2 and stock market – Baharumshah, 2004, 

Baharumshah et al., 2009, Raymond – 2009, etc.; currency 

in circulation – Brzenk, 2018, etc.). According to 

Kvietkauskiene and Plakys (2017), a positive impact on 

stock market returns is also exerted by the 10-year 

government benchmark yields, while Patelis (1997) found 

that a significant negative impact on stock returns (i.e., 

anticipated excess returns rather than dividend or expected 

returns) in the short term and positive in the long term is 

exerted by the federal funds rate. Bernanke and Kuttner’s 

(2005) estimations showed that a surprise 25-basis-point 

cut in the federal funds rate caused stock prices to rise by 

nearly one percent. 

In the category of consumer (household) financial 

behaviour indicators, the results of previous studies 

suggest that the minor changes in personal consumption 

expenditure indicate a relatively low volatile stock market 

(LeCompte, 2015). The statistically significant positive 

relationship between consumption, wealth and S&P500 

was also found by Poterba et al. (1995) and Sosa Cueto 

(2017). An increase in real disposable personal income 

causes higher stock valuations, and thus determines an 

increase in the overall value of the stock market (Tarver, 

2020). What concerns personal saving and personal 

savings rate, an inverse relationship between these 

indicators and the stock market performance is commonly 

declared (LeCompte, 2012), although some studies (e.g., 

Owiredu et al.’s (2016) study) suggest that domestic 

savings do not have any significant impact on stock market 

fluctuations as their regression coefficients are not 

statistically significant at the 5 % level. Lin’s (2020) study 

proposes that there exists a negative relationship between 

the deposit and stock market: “deposit growth tends to be 

smaller or even negative when the stock market is 

booming” (p. 3), and vice versa. 

Among the commodity market indicators, WTI crude 

oil prices and motor vehicle retail sales can be categorised 

as most influential factors on the stock market. Rising 

crude oil prices are linked to the declining potential 

economic growth and higher inflation in a short term. 

Vague economic growth prospects, in their turn, undermine 

corporate earnings and thus dampen stock prices. The cross-

correlation between WTI and stock markets was confirmed 

by Wang and Xie (2012), Shaeri and Katircioglu (2018), etc. 

Motor vehicle retail sales indicator represents the 

automotive industry as a major global economic and 

industrial power that produces 60 million cars and trucks a 

year, consumes nearly half the global consumption of 

petroleum and employs 4 million people (Papatheodorou & 

Harris, 2007), thus significantly affecting the overall stock 

market. The U.S. auto market has been the second largest in 

the world with three multinational corporations – ‘General 

Motors’, ‘Ford Motor’ and ‘Chrysler’, whose monthly sales 
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announcements substantially contribute to (un)attractiveness 

of not only auto, but also auto industry-related (e.g., satellite 

radio, car battery industries, etc.) stocks to investors. 

Summarizing, the literature analysis helped identity 27 

indicators that can have the most significant impact on 

stock markets and S&P 500 index in particular. Further in 

the research, the S&P 500 price based on U.S. most 

influential economic indicators will be modelled. 

 
Research Methodology 

Machine learning (ML) is the study of computer 

algorithms that improve automatically through experience. 

It is seen as a subset of artificial intelligence. Machine 

learning algorithms build a mathematical model based on 

sample data, known as "training data", in order to make 

predictions or decisions without being explicitly 

programmed to do so. Machine learning algorithms are 

used in a wide variety of applications, such as email 

filtering and computer vision, where it is difficult or 

infeasible to develop conventional algorithms to perform 

the needed tasks. 

Machine learning approaches are traditionally divided 

into three broad categories, depending on the nature of the 

"signal" or "feedback" available to the learning system. 
 

 

                                                                       
                                                                              

                                                                        

                                                                               
                                                                         

Figure 1. Machine Learning Categories 

Source: created by the authors based on Vitola J., Pozo F., 

Tibaduiza D., & Anaya M. (2017). 

Supervised learning: The computer is presented with 

example inputs and their desired outputs, given by a 

"teacher", and the goal is to learn a general rule that maps 

inputs to outputs. 

Unsupervised learning: No labels are given to the 

learning algorithm, leaving it on its own to find structure in 

its input. Unsupervised learning can be a goal in itself 

(discovering hidden patterns in data) or a means towards 

an end (independent variables learning). 

Reinforcement learning: An algorithm interacts with a 

dynamic environment in which it has a specific purpose, 

e.g., drive a vehicle, or play a game against an opponent. 

Every action performed has an impact on the environment, 

and the environment returns feedback, according to which 

the algorithm continues to learn and make decisions. 

This article uses the supervised learning approach to 

analyse the current problem, which in turn is further 

subdivided into supervised learning classification and 

supervised learning regression. Below are the most used 

algorithms for modelling. The category of deep learning, 

which is a branch of machine learning, is singled out 

mostly due to its unique methodology.  
 

 

 

 

 

 

                                                                         

 

 

 

 

 

 

 

 

Figure 2. Supervised Learning Categories and Most Used 

Algorithms 

 Source: created by the authors 

Thus, Figure 2 provides a summary of the most used 

algorithms. It should be noted that in order to model stock 

markets, researchers use regression and classification-type 

algorithms, and some of them are universal. 

With the help of regression algorithms, we aim to 

predict real value, such as stock returns or price. Variables 

can be discrete or continuous. The aim of classification 

algorithms is to predict a categorical variable. For 

example, whether a stock needs to be sold at a specific 

point in time or bought, or maybe even held. Classification 

algorithms are not considered in this work.  

In this work, we will use the Linear regression 

algorithm from statistics as baseline model. From machine 

learning algorithms we are going to use Decision tree, 

Random forest, Linear regression, and Extreme Gradient 

Boosting. From deep neural network algorithms, we will 

use FFNN. 

Linear Regression algorithms are used to investigate 

the dependence of one variable on one or more variables 

and to predict subsequent mean values of the variables.  
 

                                                                                         (1) 
 

From here: 

Y – dependent variable 

 b0, b1, b2, b3 - model coefficients 

X, Z, W – independent variables 

e – error. 
 

This equation is used for both quantitative and 

qualitative research. The coefficients indicate whether the 

dependent variable Y increases or decreases as the 

regressors increase. 

A decision tree algorithm is used to determine a course 

of action or show a statistical probability. It forms the 

outline of the namesake woody plant, usually upright but 

sometimes lying on its side. Each branch of the decision tree 
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ML: 

DT - Decision Tree 

RF – Random Forest 
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machine 
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FFNN - Feedforward 

Neural Network 

RNN - Recurrent Neural 

Network 

LSTM - Long Short-Term 

Memory 
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represents a possible decision, outcome, or reaction. The 

farthest branches on the tree represent the end results. The 

advantages of this method are that it is understood 

intuitively, does not require special data preparation, such as 

data normalization. The model allows you to work with 

large amounts of data without special preparatory 

procedures. 

Meanwhile Random Forest algorithm make up of many 

simple Decision trees. Random forest consists of many 

trees grown on randomly selected traits. With such a 

methodology and the use of many cultivated trees, the 

average accuracy is improved compared to a single 

solution tree. 

Using a random forest, the initial data set is randomly 

divided into several smaller sets of the same size. The 

decision tree is then learned for each split smaller set. After 

creating multiple decision trees and in order to classify or 

predict new data, the random forest algorithm receives a 

“voice” for each decision tree, which should be the class or 

value of the dependent variable. 

XGB is another machine learning method that is based 

on the logic of the decision tree method with the addition 

of gradients. This model iterates and improves itself many 

times over. It starts with initiating an ensemble with a 

single model whose predictions can be quite naive and 

even if his predictions are very inaccurate, subsequent 

additions to the ensemble will help eliminate these errors. 

The last algorithm we are going to use is Feedforward 

Neural Network. Artificial neural networks have been 

developed based on human biological neural networks. 

The brain is made up of billions of neurons that connect to 

form neuronal connections. A neuron describes a cell that 

can receive, process, and transmit an electrochemical 

signal. The simplest neural network is called a single-layer 

perceptron, which is made up of two layers, the input, and 

the output. More complex networks, meanwhile, have one 

or more hidden layers with multiple neurons. Such 

networks are called multilayer perceptron’s.  

 

Figure 3. Example of Multilayer Perceptron 

Source: https://www.altoros.com/blog/introduction-to-neural-

networks-and-metaframeworks-with-tensorflow/  

The input layer  contains a training data set, each 

neuron of which contains different variables (independent 

variables). When moving to hidden layer , a weighting 

factor is assigned. Each neuron in the hidden layers has 

summation and activation functions. The summation 

function is identical to the linear regression function. The 

activation function, meanwhile, plays the role of a director, 

which by its purpose passes neurons with its weights 

further to other neurons or transforms their values. The 

output layer  also applies a function that presents the 

results in the desired form. The stochastic gradient descent 

(SGD) strategy, implemented by the backpropagation 

algorithm, is the most common method for learning 

multilayer perceptron’s. SGD is a way to minimize the 

error function, one of the main components of which is the 

learning rate. 

The S&P 500 index close price was modelling in this 

paper. The study used a python programming language 

with many libraries in Google Colab environment. The 

analysis period between 1970-01-01 / 2020-12-01, and 

both S&P 500 index close price and U.S economic 

indicators data frequency are month.  

Below we are presenting a logical diagram of the 

research, which consists of 4 stages, which has at least few 

points inside. 
 

 

 

 

 

 

 

 

 

 

 
 

Figure 4. Logical Diagram of the Research 

Source: created by the authors  

 

The first step is data collection process from the 

finance.yahoo.com and fred.stlouisfed.org websites using 

panda’s data reader library. Our dependent variable is the 

closing price of the S&P 500 index, and the independent 

variables are 27 US economic indicators: consumer price 

index, industrial production index, unemployment rate, 

unemployed persons, employed persons, all employees, 

labour force participation rate, population, housing starts, 

new private housing building permits, interest rate, 3-month 

treasure bill, commercial and industrial loans, bank prime 

loan rate, bank credit. The obtained data were combined into 

one data set, which was checked for missing values.  

The second phase of the research began with the 

analysis of the dependent variable. We performed 

Augmented Dickey-Fuller, Dickey-Fuller GLS, Phillips-

Perron, KPSS, Zivot-Andrews tests to determine if S&P 

500 close prices is stationary. Later, we made visualization 

of the data between the closing price and each independent 

variable to determine if there is a linear relationship 

between the variables and thus to select only those 

variables that it has. After, we checked whether the 

independent variables correlated with each other using the 

1st stage 

Data gathering and processing 

 

 

 
2nd stage 

Data selection and standardization 

 

 

 
3rd stage 

Modelling and metrics 

 

 

 
4th stage 

Results comparison 
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VIF test. Finally, because the indicators are measured in 

different scales, the data were normalized using z score 

criteria to produce accurate and reliable models. 

In the third stage of the study, S&P 500 price 

modelling is performed, which starts with a baseline 

statistical linear regression model. Following this model, it 

was finally determined which independent variables should 

remain and which should be eliminated. To decide that T - 

(Student's) test for each regressor were used. It helps to 

understand if a regressor is statistically significant or not. 

If the value of the regressor p is <0.05, then we can say 

that the regressor is statistically significant and we do not 

delete it. If the value of the regressor p is ≥ 0.05, then the 

regressor is statistically insignificant and we remove it 

from this and further models. After baseline model we 

made other models which we mentioned earlier and to 

understand how well they performed we calculated 

following indicators: 

1. Coefficient of determination (R^2). This is the most 

important indicator of model confidence in the data, which 

is mandatory in all descriptions of regression models. The 

interpretation of R^2 is as follows - what percentage of Y's 

behaviour is explained by the behaviour of the variables X, 

Z, W. The coefficient of determination values acquires 

between 0 and 1. The higher value indicates more reliable 

model. 

2. Mean square error (MSE). This value measures the 

root mean square error between actual and predicted 

values. The smaller it is, the more accurate is model. 

 

        (2) 
 

From here: 

       is the actual value of the dependent variable. 

       is the predicted value of the dependent variable. 

     n   is the number of predicted values. 
 

In the last stage of the study, we compared model’s 

accuracy and error metrics with each other. The obtained 

results are also compared with the research discussed in 

theory part. 

Results of Empirical Research 

As everywhere in the studies, data is needed, so the 

S&P 500 index and 27 US indicators were downloaded. 

The price of the S&P 500 index and its history is shown 

below (see figure 5). It is clear from the picture that the 

biggest longer recessions were two: dotcom and the 2008 

financial crisis. At COVID19 we also see larger declines, 

but also rapid recoveries. 

After downloading all the data (S&P 500 and 27 U.S. 

Indicators), they were cleared of missing values and 

merged into one dataset of the period 1970-01-01 / 2020-

11-01. Data frequency – month. 

In the second stage of the study, we examine whether 

our dependent variable is non-stationary or stationary (see 

table 2).  Examples of non-stationary processes are random 

walk with or without a drift (a slow steady change) and 

deterministic trends (trends that are constant, positive, or 

negative, independent of time for the whole life of the 

series). When forecasting or predicting the future, most 

time series models assume that each point is independent 

of one another. The best indication of this is when the 

dataset of past instances is stationary. For data to be 

stationary, the statistical properties of a system do not 

change over time. 
Table 2 

Tests for S&P 500 Price Stationarity 

Test name 
Test 

value 
Test crit. Value (5%) 

Augmented Dickey-Fuller 0.210 -3.42 

Dickey-Fuller GLS 0.983 -2.88 

Phillips-Perron 0.741 -3.42 

KPSS 0.484 0.15 

Zivot-Andrew 0.667 -5.07 

Source: created by the authors 

The rule to understand if variable is stationary or not is 

described follow: 

1. If test value > Test crit  accept null hypothesis, 

i.e., data non-stationary. Unit root exists. 

2. If test value < Test crit  reject null hypothesis, 

i.e., data stationary. Unit root does not exist. 

3. Rules above need to understand vice versa on KPSS 

test. 

From the table we can see that the tests results confirms 

that data is not stationary, which means that past prices 

have an impact on current prices. Non – stationarity we can 

also confirmed and by Figure 5. 
 

 

Figure 5. S&P 500 Index Close Price History 

Source: created by the authors  

 

To make the data stationary, it was necessary to create 

a new dependent variable, which was calculated from the 

current monthly price minus the previous month’s price. In 

this case, the tests mentioned earlier were recalculated and 

the data were found to be stationary. The problem was that 

in further analysis of the linear relationship between the 

new dependent and independent variables, no relationship 

was found, so the research with the modified dependent 

variable was not worthwhile. In this case we came back to 

the usual dependent variable, which is understood as the 

monthly closing price of the S&P 500 index. So, the 

limitation of this study and the assumption now appeared 

that the index is only affected by U.S. economic indicators 

and the impact of past prices on current prices are not 

examined. 

Next step of second stage we visualized the relationship 

between close price and economic indicators. We found 

that 11 of them did not meet the linear regression rule that 

the data should be linear. See examples below. 
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Figure 6. Examples of Non-Linearity from the Research 

Source: created by the authors 

 

Thus, after such visualization, 16 indicators were 

retained for further analysis. 

The next step in the second stage was to if independent 

variables did not correlate with each other. The VIF test 

was chosen for this purpose. A VIF values between 5 and 

10 indicates high correlation that may be problematic. And 

if the VIF goes above 10, you can assume that the 

regression coefficients are poorly estimated due to 

multicollinearity. Thus, our aim was to leave those 

indicators below which VIF values do not exceed 5. 

Table 3 

VIF Test Results 

No Variables VIF value 

1 Employment Persons 41112 

2 3-month Treasure bill 48 

3 CPI 3575 

4 M2 3588 

5 M1 1439 

6 All employees 48520 

7 Industrial production index 2922 

8 Personal consumption expenditures 20958 

9 Commercial and industrial loans 462 

10 Read disposable personal income 24669 

11 Currency in circulation 4809 

12 WTI 42 

13 Population 4356 

14 Bank credit 2340 

15 Personal savings 170 

16 Demand deposits 633 

Source: created by the authors 

From the table it can be seen that the VIF test values 

for each variable are well above 5. In this case, the 

indicator with the highest VIF value is removed and the 

whole set is recalculated. This is done as long as all 

variables with values less than 5 remain. 

Table 4 

VIF Test Results after Variables Dropping 

No Variables VIF value 

1 3-month Treasure bill 1.482 

2 WTI 2.638 

3 Personal savings 2.256 

Source: created by the authors 

We can see, that from 16 indicators remained just 3: 3-

month Treasure bill, WTI and personal savings.  

The last thing in our second stage was to take those 3 

indicators together with S&P 500 index price data and 

normalized them by z score criteria.  
 

                                (3) 
 

This is due to the fact that the scales for our variables 

are different, so we would like to normalize them to 

produce accurate and reliable models. A Z-score itself is a 

numerical measurement that describes a value's 

relationship to the mean of a group of values. Z-score is 

measured in terms of standard deviations from the mean. If 

a Z-score is 0, it indicates that the data point's score is 

identical to the mean score. A Z-score of 1.0 would 

indicate a value that is one standard deviation from the 

mean. Z-scores may be positive or negative, with a positive 

value indicating the score is above the mean and a negative 

score indicating it is below the mean. 

We started the third stage of the study by constructing a 

statistical linear regression model, which is our baseline. 

At the time of compilation, it was also finally verified if 

the existing remaining three variables are reliable for 

modelling part. This was verified by the T - (Student's) 

test, the results of which are given below. 
Table 5 

Selected Indicators by p-Value 

No Variables P-value 

1 3-month Treasure bill 0.000 

2 WTI 0.000 

3 Personal savings 0.000 

Source: created by the authors 

If its p-value is greater than 0.05, we must remove the 

indicator as statistically insignificant. But in our case, all 

the p-values are zero, so all models with these regressor 

would be statistically significant. 

So, the first statistical linear regression model was 

created with all remained data - 3 independent variables 

and one depended variable. The most important model 

characteristics and metrics mentioned before has been 

shown below: 
Table 6 

Baseline Regression Model Characteristics 

Name of characteristics Characteristics 

Model name Baseline regression model 

Model type OLS Linear regression 

Datapoints 2444 

R2  78,50 % 

MSE 0.0113 

Source: created by the authors 

And the model and its actual points are shown in the 

following 7 figure. 


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Figure 7. Baseline Regression Model  

Source: created by the authors  

 

It should be noted that the data is normalized, so the 

scale is small. Our line is our model, and the points are the 

true values of the dependent variable. As we can see, some 

of them quite far from the line, whereas others – not. That 

is why we have accuracy 78,50 % and error 0.0113. 

The model itself can be written by the following 

equation: 
 

 

  

 
 

Personal savings has the highest coefficient which 

means highest impact to model. 3-month treasure bill has a 

negative impact to index price which means decreasing 

index price.  

The second Linear regression model was created using 

machine learning approach. The most important model 

characteristics and metrics mentioned before has been 

shown below: 
Table 7 

ML Regression Model Characteristics 
 

Name of characteristics Characteristics 

Model name ML Regression model 

Model type OLS Linear regression 

Train - test split* 20 %* 

Datapoints in train dataset 1952 

Datapoints in test dataset 492 

R2  86.39 % 

MSE 0.0083 

*Most cases percent is between 20-30 %. Also see annex. 

Source: created by the authors 

And the model and its actual points are shown in the 

following 8 figure. 

 

Figure 8. ML Regression Model  

Source: created by the authors  
 

Compared to Figure 7, a slightly lower distance 

between points and model is seen, and the line itself is 

steeper. The accuracy of the model is 86.39 % and is on 

the 7.89 % higher than our baseline model. Meanwhile, 

MSE is 0.0083 and is on the 0.003 points lower. 

The model itself can be written by the following 

equation: 

 

 

 

Personal savings has the highest coefficient which 

means highest impact to model. But compared to the 

baseline regression model, this coefficient is lower and its 

effect on the S&P 500 price is smaller. 

The third model was created using deep learning 

approach. The most important model characteristics and 

metrics mentioned before has been shown below: 
 

Table 8 

DL FFNN model characteristics 

Name of characteristics Characteristics 

Model name DL FFNN model 

Model type Sequential NN 

Train - test split 20 % 

Datapoints in train dataset 1952 

Datapoints in test dataset 492 

Number of hidden layers 3 (512, 256, 128 neurons) 

Activation function Relu* 

Optimizer* Adam* 

Batch size* 20 

Epoch* 100 

R2 96.94 % 

MSE 0.0013 

* see annex. 

Source: created by the authors 

And the model and its actual points are shown in the 

following 9 figure. 
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Figure 9. DL FFNN Model  

Source: created by the authors  
 

Compared to Figure 8., lower distance between points 

and model is seen. The accuracy of the model is 96.94 % 

and is on the 10.55 % higher than our ML Linear 

Regression model. Meanwhile, MSE is 0.0013 and is on 

the 0.007 points lower. 

The model itself cannot be written by the simple form 

as Linear regression models, thus we do not put in 

equation. 

The fourth model was created using ML approach. The 

most important model characteristics and metrics 

mentioned before has been shown below: 
Table 9 

ML Decision Tree Model Characteristics 

Name of characteristics Characteristics 

Model name ML Decision Tree model 

Model type Decision Tree Regressor 

Train - test split 20 % 

Datapoints in train dataset 1952 

Datapoints in test dataset 492 

R2   96.24 % 

MSE 0.0016 

Source: created by the authors 

And the model and its actual points are shown in the 

following 10 figure. 

 

 

Figure 10. ML Decision Tree Model  

Source: created by the authors 

 

Compared to Figure 9., no significant difference was 

observed. The accuracy of the model is 96.24 % and is on 

the 0.7 % lower than our DL FFNN model. Meanwhile, 

MSE is 0.0016 and is on the 0.0003 points higher. 

The model itself cannot be written by the simple form 

as Linear regression models, thus we do not put in 

equation. 

The fifth model was created using ML approach. The 

most important model characteristics and metrics 

mentioned before has been shown below: 
Table 10 

ML XGB Model Characteristics 

Name of characteristics Characteristics 

Model name ML XGB model 

Model type Gradient Boosting Regressor 

Train - test split 20 % 

Datapoints in train dataset 1952 

Datapoints in test dataset 492 

R2 96.65 % 

MSE 0.0015 

Source: created by the authors 

And the model and its actual points are shown in the 

following 11 figure. 
 

 

Figure 11. ML XGB model  

Source: created by the authors 

Compared to Figures 9,10., no significant difference 

was observed. The accuracy and MSE of FFNN, Decision 

Tree and XGB models are similar.  

The model itself cannot be written by the simple form as 

Linear regression models, thus we do not put in equation. 

The last model was created using ML approach. The 

most important model characteristics and metrics 

mentioned before has been shown below: 
Table 11 

ML Random Forest Model Characteristics 

Name of characteristics Characteristics 

Model name ML Random Forest model 

Model type Random Forest Regressor 

Train - test split 20 % 

Datapoints in train dataset 1952 

Datapoints in test dataset 492 

R2   97.68 % 

MSE 0.0010 

Source: created by the authors 
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And the model and its actual points are shown in the 

following 12 figure. 
 

 

Source: created by the authors 

Figure 12. ML Random Forest model 

 

Compared to Figures 9, 10, 11, no significant 

difference was observed. The accuracy and MSE of FFNN, 

Decision Tree and XGB models are similar. 

The model itself cannot be written by the simple form as 

Linear regression models, thus we do not put in equation. 

In order to provide as structured information as 

possible, a Table 12 was created with the name of each 

model and its metrics. 
Table 12 

Models Summary 

Model name R2  (%) MSE 

Baseline LR 78.50 0.0113 

ML LR 86.39 0.0083 

DL FFNN 96.94 0.0013 

ML Decision Tree 96.24 0.0016 

ML XGB 96.65 0.0015 

ML Random Forest 97.68 0.0010 

Source: created by the authors 
 

From the table we can see that the best model for us 

was developed by the Random Forest method. The 

statistical linear regression model was improved by 19 % 

and the error was reduced 11 times. Since some algorithms 

can be interpreted more easily than others, the Random 

Forest algorithm cannot be presented as an equation, so we 

should compare the research results with other authors 

using the ML Linear regression model. 

Discussion 

After elimination of the indicators with lowest 

statistical reliability, it was found that S&P 500 index is 

most significantly affected by 3 remaining ones: 3-month 

Treasure bill, WTI and Personal savings. Concerning the 

negative relationship between 3-month Treasure bill and 

S&P 500 index, it can be stated that the results of this 

research are in line with the findings provided by many 

previous studies (Adam and Tweneboah, 2008; Addo and 

Sunzuoye, 2013, etc.). The rationale for the negative 

correlation between these two variables is interpretation of 

Treasury bill rate as a measure of interest rate. In this 

regard, a high interest rate is considered to be an obstacle 

to higher economic growth and vice versa, i.e. high interest 

rates raise corporate borrowing costs, while lower interest 

rates mean cheaper crediting, which, in its turn, can 

accelerate corporate development and thus lead to higher 

stock prices. Nevertheless, contrary to Addo and 

Sunzuoye’s (2013) findings, proposing that Treasury bill 

rate has weak predictive power on stock market return, the 

results of this research suggest that the dynamics of 3-

month Treasure bill is a significant predictor of the 

movements in the stock market. 

The results of this research also disclose a positive 

correlation between crude oil prices, represented by WTI, 

and S&P 500 index, which contradicts the findings 

provided, for instance, by Chen (2010), Filis (2010), 

Kelikume and Muritala (2019) and others who argue that 

cross-correlation between crude oil and stock prices is 

negative. The rationale for the negative correlation 

between these two variables is the declining potential of 

economic growth reflected in rising crude oil prices. On 

the other hand, Wang and Xie (2012) admit that cross-

correlation between crude oil market and U.S. stock 

market can be multifractal. The discrepancies between the 

results of this research and some previous findings are 

likely to be determined by the research duration as well as 

inputs and methodologies that build subtle biases into the 

outcomes. 

Finally, the relationship between Personal savings and 

S&P 500 index was found to be positive, which 

contradicts, for instance, LeCompte’s (2012), Lin’s (2020), 

etc. findings based on the rationale that when accumulating 

savings, economic agents do not commonly make 

investment in stock i.e. they do not spend their money. 

Nevertheless, growing savings may indicate an increasing 

level of surplus money that is to be spend not only on 

consumption, but also on investment, including the 

investment in stock.  

Conclusions 

The literature analysis helped identity 27 indicators 

that can have the most significant impact on stock markets 

and S&P 500 index in particular. Statistical reliability of 

the 27 theoretical indicators was verified by employing 

data visualization, multicollinearity and statistical 

significance tests. Based on the results of these tests, 3 out 

of 27 indicators – 3-month Treasure bill, WTI and Personal 

savings – were found to have most significant impact on 

the S&P 500 index price because these indicators passed 

the regression analysis assumptions and the models 

developed with them were statistically reliable. Personal 

savings had the highest estimated coefficient which means 

its strongest impact on the models (in particular, Baseline 

LR and ML LR) and thus on the S&P 500 index price. 

The analysis was based on six models: 4 - using 

machine learning approach, 1 – using deep learning 

approach, and 1 – using statistical approach. When 

comparing statistical, machine learning and deep learning 

approaches, it can be stated that the statistical model 

(Baseline LR) provides the lowest accuracy, deep learning 

model (FFNN) – slightly higher accuracy, and the accuracy 

provided by the other machine learning models is highest. 

Baseline LR and ML LRT models are easy to interpret and 
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can be compared to each other, but in the context of all the 

models developed, only R2 and MSE characteristics can be 

compared. In general, machine learning approach is 

superior to other approaches because it allows both 

training and testing a model, i.e. initially a model is 

trained, and later tested. Training is based on less data, but 

the data is still sufficient to ensure high accuracy and less 

errors. The ML Random Forest model was found to be the 

best machine learning model because it provided highest 

accuracy and lowest error rate. The statistical linear 

regression model was improved by 19 % and the error rate 

was reduced 11 times. In this case, the accuracy of the ML 

Random Forest was 97.86 %, and MSE was equal to 0.001. 
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Annex 1. Keywords of machine and deep learning 

The train-test split is a technique for evaluating the performance of a machine learning algorithm. Train-test split 

function is using for splitting data arrays into two subsets: for training data and for testing data. With this function, you do 

not need to divide the dataset manually. By default, Sklearn library train-test split will make random partitions (with 

random state parameter) for the two subsets.  Most used split is 20–30 %, where test dataset is 20–30 % and train dataset 

70–80 %. 

Relu - The rectified linear activation function or Relu for short is a piecewise linear function that will output the input 

directly if it is positive, otherwise, it will output zero. It has become the default activation function for many types of 

neural networks because a model that uses it is easier to train and often achieves better performance. 

Optimizer - Optimizers are used to update weights and biases i.e., the internal parameters of a model to reduce the error. 

Adam Optimizer - Adam is a replacement optimization algorithm for stochastic gradient descent for training deep 

learning models. Adam combines the best properties of the AdaGrad and RMSProp algorithms to provide an optimization 

algorithm that can handle sparse gradients on noisy problems. 

Batch size - Batch size is a term used in machine learning and refers to the number of training examples utilized in one 

iteration. 

Epoch - An epoch is a term used in machine learning and indicates the number of passes of the entire training dataset 

the machine learning algorithm has completed. 
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